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m |t is convenient to work with the log-likelihood
o8 P = o — =5 301 — AT X = co — =1y — AP
202 — ! ! 202

so X is the solution of a least-squares regression.
— A least-square fidelity is adapted for Gaussian i.i.d. noise



BAYESIAN INTERPRETATION OF REGULARIZATION

m Variational formulations fidelity + regularity can be interpreted in the Bayesian framework.



BAYESIAN INTERPRETATION OF REGULARIZATION

m Variational formulations fidelity + regularity can be interpreted in the Bayesian framework.

m Bayesian treat x as a random variable as well, and put a prior distribution p(x) on it. The
Maximum A Posteriori (MAP) seeks the best estimate knowing the observed data, i.e.

X = argmax, p(x|y)



BAYESIAN INTERPRETATION OF REGULARIZATION

m Variational formulations fidelity + regularity can be interpreted in the Bayesian framework.

m Bayesian treat x as a random variable as well, and put a prior distribution p(x) on it. The
Maximum A Posteriori (MAP) seeks the best estimate knowing the observed data, i.e.

X = argmax, p(x|y)

m By Bayes rule,

ply1x)p(x)
pXly) = ——=—
Y p(y)
p(y|x) : likelihood (= model on the noise)
p(x) . prior distribution of the model

p(y) : marginal distribution of the data (normalizing constant)



BAYESIAN INTERPRETATION OF REGULARIZATION

m Variational formulations fidelity + regularity can be interpreted in the Bayesian framework.

m Bayesian treat x as a random variable as well, and put a prior distribution p(x) on it. The
Maximum A Posteriori (MAP) seeks the best estimate knowing the observed data, i.e.

X = argmax, p(x|y)

m By Bayes rule,

PyIX)p(x)
pXly) = ———~—
e 209
p(y|x) : likelihood (= model on the noise)
p(x) . prior distribution of the model
p(y) : marginal distribution of the data (normalizing constant)

m The MAP estimation becomes

argmax p(y[x)p(x) <= argmin E(x) := — log p(y|x) — log p(x)



GAUSSIAN PRIOR

[ ] Assume x ~; ;4 N(0,77). Then

1
log(p(x)) o Z = *ﬁHXHZ

and the MAP extimation reads gives
in =Ll — A + o i3
argmin —— — —
2 207? v 2721712

m Conclusion: Gaussian prior <= ¢?-regularization, with parameter A = o2 /72



LAPLACIAN PRIOR
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[ Laplace distribution has density

L —xi —al
p(xi) = e (T)

where C is a normalizing constant.

m Assume X ~; ;4 Laplace(0, p?). Then

log p(x 22| =5 Ly

and the MAP estimation gives

1 ) 1
argmin — |y — Ax|“ + —|x
gmin 531y — A + 55 Il

m Conclusion: Laplace prior <= £'-regularization, with parameter A\ = o2 /p?



	Bayesian Interpretation

