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Exercises 3
Exercise 1. 1. Let A ∈ Rm×n, let I ∈ Rn×n, λ > 0 and

K =

[
A√
λI

]
∈ R(m+n)×n.

Show that the singular values of K satisfy λj >
√
δ, j = 1, . . . , n.

2. Let A ∈ Rm×n, y ∈ Rm and xλ ∈ Rn be minimizer of

||Ax− y||2 + λ||x||2, δ > 0

Let f : R+ → R+ be defined as
f(λ) = ||Axλ − y||2.

Show that
f ′(λ) = 2λ〈xλ, (A

>A+ λI)−1xλ〉.

Exercise 2. Let A ∈ Rm×n such that KerA = {0} (m > n, and A full column rank). Let x be the
solution of Ax = y for some y ∈ RanA, and let yδ ∈ Rm such that ||yδ − y|| 6 δ.

We define

q(λ, σ) =

{
1 if σ2 > λ

0 if σ2 < λ

and the operator Rλ such that

Rλy =

n∑
i=1

q(λ, σi)

σi
〈y, ui〉vi =

∑
σ2
i>λ

1

σi
〈y, ui〉vi,

where {σi, ui, vi} are the singular values and vectors of A. Let xδ
λ = Rλy

δ.

1. Let λ = λ(δ) = cδθ where c > 0 and 0 < θ < 2. Show that

||xδ
λ − x|| → 0 where δ → 0

2. Assume that x = A>z for some z ∈ Rm (in fact this is true because RanA> = RanA† =
Span(v1, . . . , vr).) Deduce the θ for which the convergence of xδ

λ towards x when δ → 0 is
optimal. What is the corresponding rate?

3. Assume that x = A>Aw for some w ∈ Rn (in fact this is true because RanA>A = RanA> =
Span(v1, . . . , vr).) Deduce the θ for which the convergence of xδ

λ is optimal. What is the
corresponding rate?
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Exercise 3 (Duality). 1. Compute the dual problem of the least-squares problem with Tikhonov
regularization.

2. Let || · || be a norm on Rn. We define its dual norm as

∀z ∈ Rn, ||z||∗ = sup
{
z>x ; ||x|| 6 1

}
• Show that the dual norm of the Euclidean norm || · ||2 is the Euclidean norm
• Show that the dual norm of || · ||∞ is || · ||1.
• Show that the dual norm of || · ||1 is || · ||∞.
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